r

NASA-CR-190710 o

Access Contral Protocol

7 TR —
v_,,g/\ \yé‘/

0 //V'":a/'HC/:'
e 0 '
~ wn ~ )
S B - Gopal Agrawal JIC T3
N g = - Baio Chen )
g S5 ©° ~ ) e
= ___ Wei Zhao f _ éﬂ)
o Texas A&M Unlversny
~
P .
© Sadegh Davan
I
[ ]
- P
4 [}
O c
2NV~ C
[T, [e]
wZwL-
WO o
W= @
ZOQCOE
<< 0L
CWE WO
- s Y B L
o o £
LY O~ b
O w
< 3T
ownZz20O R —
- Ul Q. _
~MEXOD L ‘
(o] O Cwn -~ -
% e R . L /QI
- o |
yDoa 3 e
x2Z2w o~ = T
VDT JIEV o ‘
&m0 0 E DR ==
AT X O
vV - + B )
LZWZ W — —
Z>TO 0 > S I
w N QS ::

University of Houston-Clear Lake




.
K

|
]
i
|
b

L i
i

mm \L | J

o b+

mm 1

K. ..

The University of Houston-Clear Lake established the Research Institute for
Computing and Information Systems (RICIS) in 1986 to encourage the NASA
Johnson Space Center (JSC} and local industry to actively support rescarch
in the computing and information sciences. As part of this endeavor, UHCL
proposed a partnership with JSC to jointly define and manage an integrated
program of research in advanced data processing technology needed forJSC's
main missions, including administrative, engineering and science responsi- )
bilitles. JSC agreed and entered into a continuing cooperative agreement bl
with UHCL beginning in May 1986, to jointly plan and execute such research

through RICIS. Additonally, under Cooperative Agreement NCC 9-16, — -
computing and educational facﬂmes are shared by the two institutions to -

conduct the research,

The UHCL/RICIS mission is to conduct, coordinate, and disseminateresearch ... -
and professional level education in computing and information systems to .
scrve the needs of the government, industry, community and academia. =1
RICIS combines resources of UHCL and its gateway affiliates to research and

develop materials, prototypes and publications on topics of mutual interest

to its sponsors and researchers. Within UHCL, the mission is being . - 2
impliemented through interdisciplinary involvement of faculty and students -
from each of the four schools: Business and Public Administration, Educa-
tion, Human Sciences and Humanities, and Natural and Applied Sciences.
RICIS also collaborates with industry in a companion program. This program
is focused on serving the research and advanced development needs of iz

industry.

Moreover, UHCL established relationships with other universities and re- :
search organizations, having common research interests, to provide addi- _
tional sources of expertise to conduct needed research. For example, UHCL -
has entered inio a special partnership with Texas A&M University to help
oversee RICIS research ani education programs, while other research
organizations are involved via the *gateway” concept.

A major role of RICIS then is to find the best match of sponsors, researchers
and research objectives to advance knowledge in the computingand informa-
tion sciences. RICIS, working jointly with its sponsors, advises on research
needs, recommends principals for conducting the research, provides tech- -
nical and administrative support to coordinate the resecarch and integrates

technical results into the goals of UHCL, NASA/JSC and industry.
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Abstract

N

We study the problem of guaranteeing svnchronous message deadlines in token ring networks
where the timed token medium access control protocol is employved. Synchronous capacity. de-
fined as the maximum time for which a node can transmit its synchronous messages every tine
it receives the token. is a key parameter in the control of synchronous message transmission. To
ensure the transmission of syuchronous messages before their deadlines. synchronous capacities
must be properly allocated to individual nodes. We address the issue of appropriate ‘allocation
of the synchronous capacities. Several synchronous capacity allocation schemes are analyzed in
terms of their ahility to satisfy deadline constraints of synchronous messages. We show that
an inappropriate allocation of the synchronous capacities could cause message deadlines to he
missed. even if the synchronous traffic is extremely low. We propose a scheme. called the normal-
ized propartional allocation scheme. which can guarantee the synchronous message deadlines for
synchronous traffic of up to 33% of available utilization. To date. no other synchronous capacity
allocation schieme has been reported to achieve such substantial performance.

Another major contribution of this papé¥ is an extension to the previous work on the hounded
token rotation time. We prove that the time elapsed hetween any v consecutive visits to a
particular node is bounded by ¢« TTRT where TT RT 15 the target token rotation time et up at
systemn initialization time. The previous result by Johnson and Seveik [26. 9] is a special case
where ¢ = 2. We use this result in the analysis of various synehronous allocation schemes. It can
also be applied in other similar studies,

Key Words: Hard Real-Time. Distributed System. FDDL Timed Token Medium Access Control
Protocol. Synehironous Messages. Performance Evaluation and Analysis. Synehironous Capacity,
Warst (ase Achievable Utilization.

*This work i~ supported in part by an Engineering Exeellence grant from Texas ALM University and by a grant from the
Research Institute for Computing and Information Systems of the University of Houston - Clear Lake.
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Glossary
L Term Definddion ] Location ]
C; The length (i.e.. transmission time) of a message in synchronous message stream 5;. 3.2
H; The synchronous capacity allocated to node /.
LC; The late counter at node i. 4.1
N The set of asynchronous messages at node /. A
NS The set of synchronous message streams at node
F; The period length of synchronous messages stream ;. 3.2
R The time at which the token is expected to arrive at node / after its Ith visit at that node. B.
S, The j'* synchronous message stream at node 7. A
THT; Tle token holding timer at node . 1.1
TRT; The token rotation timer at node /. o 4.1,
TRT] It is defined as being equal to TRT; + (1 - L(}) - TTRT. B
TTRT | The Target Token Rotation Time. 4.1
T(N\}) The transformation of node / to a set of virtual nodes. A
(M) The utilization factor of the synchronous messages. i.e.. fraction of the time spent by the 3.2
network in transmission of the synchronous messages.
Uy The Achievable Utilization of synchronous capacity allocation scheme r. 3.
: The Worst Case Achievable Urilization of synchronous capacity allocation scheme r. 4.3.3.
NG, The j™ virtual node derived from node / after its transformation.
X, The amount of time available to node i to transmit its synchronous messages within a given 3.
period.
m The number of (virtual) nodes in the network. 3.1
n The number of synchronous message streams in the network. In this paper. it is assumed 3.2
that n = m. ——
f, The latency between node / and its upstream neighbor, 3.1
C) The total ring latency or token walk rime. 31
A The protocol dependent overheads. 4.3.2.
T The portion of the TTRT that is unavailable to transmit synchronous messages. 1.3.2
0 The ratio of = to the Target Token Rotation Time (TTRT). 4.3.2
i The time when the token arrives at node 7 in it~ /M visit. 3.
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1 Introduction

High speed networks are vital for the support of distributed real-time applications (e.g.. voice/video trans-
mission. process control). Distributed real-time systems may be categorized as soff real-time systems or hard
real-time systems. [n soft real-time systems tasks are performed by the systen: as fast as possible but are not
constrained to finish by a specific time. Tu hard real-time systens tasks must satisfy explicit time constraints:
otherwise. grave consequences may result. Consequently. the miessages transmitted in the network by the
hard real-tinie tasks are also time constrained. There are two common types of time constraints: larity.
which specifies the maximum time a message can wait before its transmission begins. and deadline. which
defines the latest time by which the transmission of the message must finish. [n this paper, we address the
issue of guaranteeing svnchronous message deadlines in high speed networks. By guaranfeeing. we mean that
as long as the network operates normally (i.e.. no failures). synchronous messages are always transmitted

hefore their deadlines.

We address the issue of guaranteeing message deadlines with the taned token mediwm access control
{MAC) pretocol {153]. This protocol is suitable for real-time applications not only because of its use in
high bandwidth networks but also due to the fact that it has the important property of bounded access time
which is necessary for real-time connimunications. The timed token protocol has been incorporated nto many
network standards. including the Fiber Distributed Data Interface (FDDI) [1. 2]. IEEE 802.4 [19]. the High-
Speed Data Bus and the High-Speed Ring Bus (HSDB/HSRB) [8. 46. 47. 58] and the Survivable Adaptable
Fiber Optic Embedded Network (SAFENET) [14. 2. 35. 40]. Many embedded real-time applications use
them as backbone networks. For example. the FDDI has been selected as a backbone network for NASA's

Space Station Freedom [4. 7. 61].

With the timed token protocol. messages are grouped into two separate classes: the synchronouys class
and the asynchronous class. Syuchronous messages arrive in the svstem at regular intervals and may be
associated with deadline constraints. The idea behind the timed token protocol i1s to control the token
rotation time. At network initialization time. a protocol parameter called Target Token Rofation Time
(TTRT) is determined which indicates the expected token rotation time. Each station is assigned a fraction
of the TTRT. known as synchronous capacity.) which is the maximum time for which a station is permitted
to transmit its synchronous messages every time it receives the token. Once a node receives the token. it
transmits its synchronous message. if any. for a time no more than its allocated synchronous capacity. It can
then transmit its asynchronous messages only if the time elapsed since the previous token departure from

the same node is less than the value of TTRT . i.e.. only if the token arrived earlier than expected.

Guaranteeing a message deadline implies transmirting the message before its deadline. With a token

passing protocol. a node can transmit its message ouly when it captures the token. This implies that il a

message deadline i1s to be guaranteed. the token should visit the node where the message is waiting before
the expiration of the message’s deadline. That is. in order to gnarantee message deadlines in a token ring
network. it is wecessary to bound the time hetween two consecutive visits of the token to a node {ealled rhe
foken yotation fime or access time). The timed token protocol possesses this property. In [26. 19]. Johuson
and Seveik formally proved that when the network operates normally (el there is no failure). the token

rotation time between two consecutive visits to a node i~ bounded by twiee the expected token rotation thne

'Some other synonyinous terms that researchersuse are: Bandwidth wllvation [39). Syoebronnus alloeation [23]0 Syachronnus
bawdwidth assignients 26} and High Priovity tokea haldiug trae [41}.

I
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(ie.. 2-TTRT).

Although the prerequisite of “hounded token rotation time’ is indixpensable. it is insufficient for guar-
anteeing message deadlines. A node with inadequate synchronous capacity may be unable to complete the
transmission of a synchronous message before its deadline. On the other hand. allocating excess amounts of
svnchronous capacities to the nodes could increase the token rotation time, which may also cause message
deadlines to be missed. Thus. guaranteeing message deadlines is also dependent on the appropriate alloca-
tion of synclironous capacities to the nodes. As pointed out in [26]. the allocation of synchronous capacities
is an open problem. The main objective of this study is to analyze and evaluate the synchronous capacity

allocation schemes used with the timed token protocol in a Lard real-time communication system.

Before discussing details of our work. we will first present an analogy between real-time communication
and scheduling to motivate the readers towards the use of our methodology. For real-time systems. the basic
design requirements for a communication protocol and for a centralized scheduling algorithun are similar:
both are constrained by time to allocate a serially used resource to a set of processes. Liu and Layland
[31] addressed the issue of guaranteeing the deadlines of %ynrhrouous (i.e.. periodic) computation tasks in a
single CPU environment. They analyzed a fixed priority preemptive algorithm. called the rate monotonic
algorithm. which assigns priorities to tasks in a reverse order of the task's periods. They showed that the
Worst Case Achievable Utilization of the algorithm is 69%. As long as the utilization of the task set is no
more than 69%. task deadlines are guaranteed to be satisfied. The algorithm was also proven to be optimal
among all the fixed priority scheduling algorithms in terms of achieving the highest worst case utilization.

The rate monotonic scheduling algorithm has been subsequently extended by many researchers 9. 50] and

is used in many hard real-time applications [10].

Intuitively. one would believe that a communication protocol which implements the rate monotonic trans-
mission policy is the most desirable for a real-time communication environment. However. implementation
of the rate monotonic policy requires global priority arbitration every time a node in the network is ready
to transmit a new frame. In a high speed network. such as the FDDI network. where the bandwidth can be
as high as 100 Mbps. the overheads involved in global priority arbitration would be too prohibitive in com-
parison to the transmission times of the messages themselves. Consequently. it is difficult. if not impossible.

to implenent the rate mouotonic transmission policy in such environments.

However. the methodolagy for analyzing this algorithm has a more profound significance than merely
its relevance to the rate monotonic scheduling. The methodology stresses the fundamental requirement of
predictabdity and stabidity in hard real-time environments and is therefore also hefitting to other hard real-
time scheduling problems. Tn this methodology. the Worst Case Achievable Utilization is used as a metric
for evaluating the predictahility of a scheduling algorithm. That is. if the C'PU utilization of all tasks is
within the bounds specified by the metric. all the tasks will meet their deadlines. This metric also gives a
measure of the stability of the scheduling algorithni in the sense that the tasks can be freely modified as
long as their total utilization is held within the limit. These advantages (of predictability and stahility) have
led us to adopt the same wethodology in our study of guaranteeing message deadlines with the timed token
protocol. We aim to analyze synchronous capacity allocation schemes hased on the Worst Case Achievable
Utilization.

Tu this paper. four syuchranous capacity allocation schemes are analyzed. Our analysis reveals tlat

an improper allacation of the synchronous capacities could lead 1o a Worst: Case Achievable Urilization

2 ORIGINAL PAGE IS
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that asyviuptotically approaches 0%. That is. the deadlines of some messages could he missed even if the
sviichronous traffic is arbitrarily close to zero. On the other hiand. one of the schemes proposed in the paper
— the normalizcd proportional allocation scheme - has a Worst Case Achievable Utilization of 33%. That is.
as long as the total synchronous traffic is no more than 33%. the synchronous messages are guaranteed to be
transiitted before their deadlines (regardless of the number of stations, message lengths. periods. phases,
ete.) Tlhe remaining 67% of the channel capacity could be used by asynchronous traffic. To the hest of our
knowledge. no other scheme has heen reported to achieve a hetter utilization. Hence. this allocation scheme
should be recommended for use in hard real-time communication networks that use the timed token MAC

protocol.

Another major contribution of this paper is to extend the analysis of the bound on the token rotation
time given by Johnson and Sevcik in [26. 49]. We show that the time elapsed between any v consecutive
arrivals of the token at a node is bounded hy v TTRT. The previous result by Johnson and Sevcik [26. 9]
is a special case where r= 2. Our newer hound is used in the analysis of the synchronous capacity allocation

schemes and will be applicable in other similar studies.

The remainder of the paper is organized as follows: Section 2 will review the previous relevant work.

Section 3 will outline the characteristics of the system under consideration. i.e.. the message and network

models. The timed token protocol and the synchronous capacity allocation schemes are introduced in Section
4. Section 5 discusses some timing properties of the protocol. In Section 6 we will study several allocation
schemes and derive their Worst Case Achievable Utilizations. Section 7 contains the concluding remarks and

suggestions for future work.
2 Previous Relevant Work

Extensive research has heen done on the timed token protocol since it was first proposed by Grow {13] in
1982, Introductory tutorials on this protocol and its use in networking standards can be found in the papers
by Ross [43. 44. 45]. Iyer and Joshi [20. 21] and orhers [34. 32. 33].

Some important characteristics and architectural design considerations of FDDI token ring networks are
discussed in [3. 12, 13, 16. 18, 22, 27, 33. 38. 53. 57]. The various fault recovery and ring management
procedures of the FDDI are outlined in the papers by Ocheltree and Montalvo [38. 39]. An overview of the
FDDI MAC services is givén in [37]. Design considerations and the role of concentrators are discussed in
[17. 18], Issues concerned with interoperability and interconnection of FDDI with leterogeneous nerworks
can be found in {3. 6. 16. 33].

The timing properties of the FDDI roken ring were first formally analyzed by Johnson and Seveik in
[26. 49]. Other interesting timing properties of the FDDI were given in a study conducted by Jain [23]. fle
suggests that a value of ms for TTRT is desivable as it can achieve 30% utilization an all configurations
and results in less than 1 ~econd maximum access delay on large rings. Further simulation studies have been
carried out hy Sankar and Yang [48] to study the influence of the target token rotation time (TTRT) on the

performance of various FDDI ring configurations.

Ul [59] discussed the performance characteristies of the tiined token protocol with respect to parameters
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such as the channel capacity. the network cable length. and the number of stations. Dykeman and Bux [11]
studied and developed a procedure for estimating the maximum throughput of asynchronous messages when
using single and multiple asynchronous priority levels. They also proposed a procedure for tuning the protocol
for desired performance by setting appropriate values for the token-holding-time thresholds for each of the
priority levels. Othier analysis concentrating on the performance of the FDDI with respect 10 the throughput
of asynchronous traffic has been done by Pang and Tobagi [41]. Jayasumana and Werahera [24]. Valenzo.

Montuschi. and Cimintera [60]. ete.

Note that none of the above studies on the timed token protocol have specifically addressed the use and
performance of the protocol in hard real-time environments. On the other hand, many studies of CSMA/CD
and token ring protocols for distributed hard real-time applications have been conducted. The issues m
design and analysis of deadline driven communication protocols for ('SMA/CD networks are addressed in
[3.29. 32, 42,51, 36. 63. 64. 65. 66]. The real-time performance of various token ring protocols are considered
in [30. 37. 51. 54. 62]. Our work reported in this paper complements the previous studies by addressing the
issues pertinent to hard real-time commuuication in a high speed network where the timed token medium

access contro] protocol is utilized.
3 System Characteristics

In this section an overview of the system under consideration is given. inctuding the network and message

models.
3.1 Network model

We consider the network topology as consisting of m nodes connected by point-to-point links forming a circle
i.e.. the token ring. A special bit pattern called the token circulates around ring (from node 7 to nodes 7+ 1.
i+ 2. ...until node m. then to nodes 1.2....). helping to determine which node should send a frame of

message among the contending nodes. .

We denote the latency between a node / and its upstream neighbot® by 8, This delay includes the node
bit delay. the node latency huffer delay. the media propagation delay. ete. The sum total of all such latencies
in the ring is known as the ring latency ©. ie.. S7_ 8, = ©. Thus. the ring latency © denotes the token

walk time around the ring when none of the nodes 1 the network disturh it
3.2 DMessage model

Messages generated ju the system at run time may be classified as either synchronens messages or asyn-
chronous messages. \We assume that there are p streams of synchironons messages. Ny S, S, in the

system which formn a syuchironous message sed. Wobe,

M o= {85 S8 ) (1)

< The npstream neighbor of node s node 7 = 1if 0 > 1 else node o if o= 1.
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The characteristics of messages are as follows:

1. Synchronous messages are periodic, 1.e.. messages in a synchironous message stream have a constant

inter-arrival time. We denote P; to be the period length of stream S; (i = 1.2.....n).

2. The deadline of a synchronous message is the end of the period in which it arrives. That is. if a message

i stream S; arrives at time f, then its deadline 1s at time ¢ + B;.

3. Messages are independent in that message arrivals do not depend on the initiation or the completion

of transmission requests for other messages.

1. The length of each message in stream S; is {; which 1s the maximum amount of time needed to transmit

this message.

3. Asynchronous messages are non-periodic and do not have a hard real-time deadline requirement.

The ufilization factor of a synchronous message set. [7( /), is defined as the fraction of time spent hy
the network in the transmission of the synchronous messages. That is.

n

C;

ran=y 5

= P

i=
where 1 1s the number of synchronous message streams.

In the following discussion we assume that there is one stream of synchronous messages on each node
{i.e.. m = n). In Appendix A. we show that an arbitrary token ring network where a node may have zero.
one, or more streams of synchronous messages can be transformed into a logically equivalent network with
one stream of synchronous messages per node. Hence, this assumption of one stream per node simplifies
the analysis without loss of generality. We also assume that the network is free from hardware or software

failures.

4 Timed Token Medium Access Control Protocol

4.1 Protocol parameters

The timed token protocol uses the following parameters and variables for its operation.

L. Target Token Rotation Time (TTRT). \When the network is initialized. the value of the TTRT is
determined. whicli gives the expected value of the token rotation time. It is selected to he sufficiently
small to =upport the response tinie requireinents of the messages at all the nodes in the network. Since
the titne elapsed hetween two consecutive visits of the token at a node can be as much as 2. TTRT

[26]. a node may not be able to transmit any message in this interval,
Recall that the synchironous messages have their deadlines as the end of their periods. Hence. in order
to mect message deadlines it is necessary to sclect TTRT sueh that. for I <7 < n.

])’,

*)

TTRT <

o
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. TRT;, — TTRT:

where P, is the period of synchronous message stream S;. Any P, may therefore be represented as a

linear function of 7T RT. That 1s,
P,-:m,--T_-TRT—(",. {1

where m; = [#62]1 22 1m; = 2 then & = 0 and if m, > 3 then 0 < & < TTRT. The above
expression for P; has been introduced as it will he useful in several proofs encountered later on. We

assume that (3) holds throughout this paper.

2. Synchronous capacily of node i (H;). This parameter represents the maximum time for which a station

is permirted to transmit synclironous messages every time the station receives the token. Note that
each station can be assigned a different H; value.® This paper will deal with the issue of appropriate

allocation of these H; values.

3. Token Rotation Timer of node i (T RT;). This counter is initialized to equal TTRT. and counts down

until it expires (i.e.. TRT; = 0) or until the token is received and the time elapsed since the previous
token departure is less than TTRT. In either situation. the T RT; is reinitialized to TTRT. After being

reset. it continues the subsequent counting down cycles in the same manner as above.

1. Token Holding Timer of node i (THT,;). This (down) counter is used to control the amount of time

for which the node ¢ can transmit asynchronous messages.

5. Late Counter of node i (LC;). This counter is used to record the number of times that TRT; has

expired since the last token arrival at node 7.

4.2 Protocol operation

At ring initialization. the following parameters are initialized at all nodes:
1. THT, —(O:
2. LCi —Q:

3. TRT; — TTRT.

The TRT, counter always counts down. When it reaches zero. the following actions take place:

20 LGy — Ly +

The TRT, then begins the counting down process again with LG being incremented by one at every

expiration of TRT,. Normally. if L, exceeds one. the ring recovery process is initiated [25].

A token is considered to arrive carly at node 7 if LC; = 0 at the time of ats arrival. The token is lote if

LC: > 0.

When the 1oken arrives carly at uode 7. the following actions take place:

“In FDDI stations. the assignment of H, to station { is a function of the station management entity of the FDDT protocol.

6
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l. THT; — TRT;:

2. TRT, — TTRT;

ql

3. Synchronous framies (if any) can then be transmitted for a maximum time of H; (i.e.. the synchronous

capacity at node /):
4. After transmitting synchronous frames (if any). the station enables counter THT; (i.e.. it starts count- -
ing down). The station may then transmit asynchronous frames as long as THT; > 0 and TRT, > 0.
When the token arrives lafe at node . the following actions take place: -
1. LC; — O =
-
2. TRT; continues to count down towards expiration. Note that it is not reset to TTRT as in the case
when the token is early: =
. . . . v
3. Node i can transmit synchronous frames for a maximum time of H;:
4. No asynchronous frame will be transmitted. §
Figure 1 shows an example of how TRT; and L(; (at some node /) vary with time #. At point B in the .
figure. the node receives the token early. At point F. the token is received late. Synchronous messages are ;
transmitted in hoth cases. but asynchronous messages are transmitted only when the token arrives early.
4.3 Synchronous capacity allocation schemes -
As mentioned earlier. synchronous capacity allocation plays an important role in guaranteeing synchronous =
message deadlines. In this subsection. we formally present the definition of allocation schemes and discuss L
their requirements and performance metrics.
- ‘ -
-

1.3.1 Definition

The synchronous message parameters (given by the C,’s and P;’s) at the various stations and the Target

Token Rotation Time (TTRT) should be the dictating factors for the allocation of the H,’s. We define a
synchronous capacity allocation scheme as an algorithm which. when given as input the values of all € _—
and P; in the message set and the value of TTRT. will produce as output the values of the synchronous ;
capacities H; to be allocated to station 7 in the network. Formally. let function f represent an allocation

scheme. Then.

f((‘l(_: O PP P, TTRT) = (Hy,. ... H,). {9)
Let us consider a simple example. We assume a network with only 3 nodes. We have the following values ;

for the message set’s parameters:

Cy=1/2. P =1
("_:2 1/..) P_v—_-'.) ((3)
(7'32 1/2 P;I.!
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The value of TTRT is assumed to be 1/2. Using an allocatiou scheme where

Hiz'%-TTRT. (7)
we obtain the values of synchronous capacities as:
C
H = =.TTRT = 1/4.
Py
(s
Ho = —/ .TTRT = 1/8.
2 B, 71? /
3 .
H3 = — .TTRT = 1/& (¥)
P

te. f(C.Co. (3. P1.P..P3. TTRT ) = (%.

@il
oo
—

In Section 6. we will introduce several other allocation schemes and analyze their effect on the real-time
performance of the network. Before that, we will discuss the general requirements that any allocation scheme

should satisfy.

4.3.2 Requirements

The synchronous capacities allocated to the nodes by any scheme must satisfy the two constraints given
below in order to ensure that the real-time messages can be transmitted before their deadlines and that the

timed token protocol requirements are satisfied.

o Protocol constraint: Theoretically. the total available time to transmit synchronous messages. during
one complete traversal of the token around the ring. can be as much as TTRT. However. factors such
as ring latency © and other protocol/network dependent overheads reduce the total available time
to transmit the synchronous messages. We denote the portion of TTRT unavailable for transmitting
syuchronous messages by 7. That is. 7 = © + A where A represents the protocol dependent overheads.?
We define the ratio of 7 to the target token rotation time (TTRT) to he a. The usable ring utilization

available for synchronous messages would therefore he (1 —a) [34].

Thus. a protocol constraint on the allocation of synchronous capacities is that the sum fotal of the
synchronous capacilies allocated to all nodes it the ring should not be greater than the avadable portion

of the Target Token Rotation Tume (TTRT). 1e..

n
E H <TTRT —r. {9

i=1
o Deadline constraint: The allocation of the synchronous capacities to the nodes should be such that the
synchronous messages are always guaranteed to be transmitted before ther deadlines. e before the
end of the perad in which they arriced. Tu other words, if X, is the minimum amount of time available

for nnde 7 to transmit its synchronous messages in a time interval (¢4 4+ P, then
AVIER O (1)

Note that X, will he a funetion of H,; and the numiber of token visits to node 7 time interval (0 8+ 77).

TFor examiple. according 1o the FDDT standard, the pratocal dependent averheads include the token transmission time.
asviclironous overrun. ete, Refer to [1] for details.
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We say a message set is guaranfeed hy an allocation scheme if hoth the protocol and the deadline constraimts
are satisfied. Once a message set is guaranteed. messages will be transinitted before their deadlines. as long

as the network operates normally.
S

4.3.3 Performance metric

Numerous synchronous capacity allocation schemes can be proposed. An appropriate metric is needed in -

order to evaluate and compare the eflects of allocation schemes on the performance of the network.

As mentioned in Section 1. we adopt the methodology developed in analyzing the rate monotonic schedul-

ing algorithin. As per this methodology. the Worst Case Achicrable [tilization will be used as the metric

for evaluating and comparing the allocation schemes.

We say that {7, is an Achievable Utilization of scheme x if scheme r can guarantee every synchronous
message set whose utilization factor is less than or equal to I, The Worst Case Achievable [tidezation (I7]) -
of a scheme r is the least upper bound of its Achievable Utilizations ;. That is. as long as the utilization ”»
factor of a synchronous message set is no more than (7. the message set can he guaranteed by scheme r.

In a hard real-time system. we consider one scheme to be hetter than another if its Worst C'ase Achievable

Utilization is higher. When the contekf is clear. we may omit the index in the notations of [, and ['}.

The major advantages of this metric are as follows:

e This metric evaluates the predictability of a hard real-tiime communication systems. If the utilization

of a synchronous message set is within the bound specified by the metric. all synchronous messages in =
. . . ==
the set will meet their deadlines.
o This metric also gives a measure of the stability of the system in the sense that the parameters of =
L 4

svnchronous messages can be freely changed as long as their total utilization is held within the Limit.

e In practice. using this metric simplifies network management considerably while configuring the sys-

tem. as it eliminates the problem of being encumbered with individual values of synchronous and
asynchronous message lengths. inter-arrival periods. phase differences between message arrivals. rela-

tive positions of the nodes. token position at initialization. etc. As long as the network manager can

ensure that the total utilization of the time-critical synchronous messages is no more than the Warst
('ase Achievable Utilization of the protocol. he/she can be cognizant of the fact that the message set —
will be transmitted with no deadlines being missed. %

The objective of this paper Is to derive the Worst C'ase Achievable Utilization for synchronous capacity

allocation schemes,

5 Protocol Timing Properties

Alithough extensive wark has heen done on the timing hebavior of the timed token protocol. we need to

further explore adiditional timing properties of the protocal in order to carry out analysis of the allocation

schienies. To analyze an allocation scheme. we should test iff both the protorol and the deadline coustramts

CRIGINAL PAGE S
OF POOR QUALITY




are satisfied. Testing of the deadline constraint is especially challenging hecanse it involves both network

parameters (e.g.. H;. TTRT. and 7} and message parameters (e.g.. ¢, and ). In particular. we need to
know the minimum available time (i.e.. the tight lower bound) within a given time period during which a
-— node can transmit its synchronous messages. This is directly related 1o the minimum number (i.e.. the tight
lower hound) of token visits to a node within its period.
- Johnson and Seveik showed that any two consecutive token visits to a node are bounded by 2- TTRT.
Using this result, we can obtain a lower bound on the minimum number of token visits to a node within
. the period of its synchronous messages. However. this bound is not tight when the period is longer than
=~ 3-TTRT. Because of this. we need to genéralize the analysis done by Johnson and Sevcik to ohtain a tight
- hound on the time elapsed hetween any v consecutive visits by the token to a particular node. This then
leads us to a derivation of a tight lower hound on the time available for a node to transmit its synchronous
e
messages within a given time period.
— Let 1;(/) (I = 1.2....) denote the time when the token makes its I"" visit to node /.
THEOREM 5.1 (Johnson and Sevcik’s Theorem [26. ]9])
- For any integer 1 > 0 and any node ¢ {1 <1< n).
ttl+ )=ty € 2.TTRT-H;, £ 2-TTRT. (1)
o
Refer to Appendix B for a proof of the above theorem. This theorem gives the upper bound between two
consecutive token arrivals as 2-TTRT. A formal proof for the above result was first obtained by Jolinson and
- Seveik in [26. 19]. The tighter upper hound of (2- TTRT — H;) will he useful in the analysis of synchronous
— capacity allocation scliemes in Section 6. Next. we will derive a generalized version of this theorem.
- THEOREM 5.2 (Generalized Johnson and Sevcik’s Theorem)
- For any integer 1> 0. v >0 and any node ¢ {1 <7< n)
— _
tl+e-1) -t <v-TTRT - H,. (12)
= Refer to Appendix B for a proof of this theorem. This theorem indicates an upper bound on the maximum
rime that could possibly elapse between any ¢ consecutive token arvivals. Johnson and Seveik’s Theorem is
a special case when ¢ = 2. The upper hound specified by (12) i tight in the sense that the equal sign holds
-~ in the worst case situation.
COROLLARY 5.1 Assume that af time t. a sypchronous message with pertod Proarvives at wode 1 (1 £
- i< ). Then. i tome interval (1.8 + Py the total amount of tewe (X)) avarlable for nodc i to ransmt thes
— synchronows message s bounded by
P,
- N> |l=—=-1]-. (13}
P> LITR 11
= In the werst case, the lower bownd will be tight of
- P
& = [=—=—=1 -TTRT -P, >N, {1
— ' i-TTRT1 =
=
10
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Refer to Appendix B for a proof of the alove corollary. This corollary will he used extensively in the
analysis of our synchronous capacity allocation schemes. Figure 2 shows an example of a worst case scenario
where the amount of time for which a node can transmit its synchronous messages is given by the lower
bound of (13): In the first count down cyele of TRT,. the node in the figure does not receive the token at
all. This may happen hecause some other node may be transmitting its asynchronous messages during this
cvele. Tn the second. the third and the fourth cycles. all nodes can transmit only synchronous messages {as
the token will visit the nodes ‘late’ i these tume intervals). In the fifth cycle. the node ;i receives the token
too late to transmit its remaining 0.2 units of synchronous messages before the time { = 2.3. which happens
to be the deadline. That is. node i is able to transmit its synchronous message for 0.6 units of time only: as

ran be predicted by Corollary 5.1
6 Analysis of Synchronous Capacity Allocation Schemes

In this section we consider four synchronous capacity allocation schemes and derive their Worst Case Achiev-
able Utilizations. While the Worst Case Achievable Utilization of the first two schemes is asymprotically

close to 09, the third and fourth schemes achleve a non-zero Worst Case Utilization.

We define Poin = min{P;. Po. P5...., P,}. To simplify our analysis we assume that P, is normalized
to one unit of time. That is. all otlier time variables such as Pis. (', s. H;s. etc.. are measured in this reference

time unit.

The underlying principle for coﬁlputing the Worst Case Achievable Utilization is simple. Given any
allocation scheme. we can comipute the synchronous capacity (H, )7 available to each node /. Both protocol
and deadline constraints must be satisfied by the allocation of these synchronous capacities. Message sets
with the least possible utilization factors are then searched such that the allocation of the synchronous
capacities does not satisfy at least one of the constraints. That gives the upper hound on the utilization
factor of message sets i.e.. any message set with a utilization factor below that bound will be transmitted
successfully without violating either the protocol or the deadline constraints. This then represents the Worst

Case Achievable Utilization of the allocation scheme.

The following lemma will be used in our analysis. Its proof is presented in Appendix €.

LEMMA 6.1 For any synchronous message stream i {1 <i<n}we have

Lrrtr — U ! > 1 (13)
P/TTRT = 3=55= =~ 3

6.1 Full length allocation scheme

With this schieme. the synchronous capacity allocated 1o a node is equal to its total time required for

transitting its synehronous messages. e

H = (16)

This scheme attempts to transimit a syvichronous message in a single turn rather than splitting 11 nto

chunks and distributing its transmission over its period Pio Although the synchronous capacity allocated is

11
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sufficient, the Worst Case Achievable Utilization is zero hecause the protocol constraint may he violated. as

shown in the next theorem.

THEQOREM 6.1 The Worst Case Achicvable Utilization of the full length allocation scheme can asymwplol-
ically approach 0%.

Proof: We prove the theorem by showing that for any given ¢ > 0. there exists a message set 1/ such
that I7{)) < ¢ and the protocol constraint cannot be satisfied when the synchronous capacity of the nodes

is allocated using the full length scheme.

Let TTRT = —I— where & > 2. This is because hy (3). TTRT < Ppyin/2 = 1/2. Now. for any given ¢ > 0

and 7 > 0. we construct a set of synchronous messages as follows:

('x = A = 1.
(b:%. P'_a 2_5.

|
—
‘ Lol
™
e
~—
~
s
[
—

All other (5 =0 for i > 2.

The utilization factor 1s

- iy (L= g)e  (2—€)/k
r = ZCI/P’— 1 +(2—(]/€

=¢. (17)

With this set of messages. we can show that the protocol constraint is not satisfied. i.e.. the total of all

svnchronous capacities exceeds TTRT — 7. That is.

i:H,' = i(}:(';—{-('g

i=1 i=1
_ I (2-0)
= (1~ T Ye + T
2 2 W
= Z+f(l—z)~ (18}
Since k > 2.(1 = ) 2 0. Therefore.
n 2
Sho
i=l
> ‘l > TTRT -~ (1

We see that this scheme may over-allocate the syunchronous capacity for a message set with utilization
I" < e. The protoeal constraiut is therefore not sarisfied. Since ¢ cau be arbitrarily close ta 00 the Worst

Case Achievable Utilization of this schieme can asymptotically approach 0. Q.E.D.

12
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6.2 Proportional allocation scheme

Wit this scheme. the syuchronous capacity allocated to a node is proportional to the ratio of (7 and P, at
node 7. 1e.,

¢
;= 22

(TTRT - ). (20)

THEOREM 6.2 The Worst Case Achicvable Ttilization of the proportional scheme can asymplotically
approach 0%.

Proof: We prove the theorem by showing that for any given € > 0. there exists a message set M/ such
that [7(M) < ¢ and the deadline constraint cannot be satisfied when the synchronous capacity of the nodes
is allocated using the proportional scheme.

Let TTRT = 1/k where k is an integer and k > 2. Given any ¢ > 0. let € = min(e. £). Consider a

nessage set with the following parametric values:

|
—

Cr=(1-1). P =1, 21)
Ca=(l+1-€)%. Pa=1+1-¢
All other C; =0 for i > 2.
The utilization factor is
. G Ca
{ 2 + F_}
! 6, 6, I
= (f—r)-}-r:(S( (22}
The synchronous capacity allocated to node 2 is
(s g !
Hs = 75;- ATTRT -7} £ %~TTRT = ;—_ (23}
Furthermore. hecause
_ Pa 14+ 1/k=¢, 1 1,
&y = -_1.TTRT - P, = [———m—T] —=(14+~+~
: = I7757] : = [l p-t+g-d
= [h+1—=ke] -%— 1—%-{-(’ (since 0 < ke’ < 1/2)
1 ] ,
= 1+ i I - T + ¢
= ¢ > /\L.T = H. (20

from Corollary 3.1, in the worst case the total amount of time (\'2) for node 2 to transmit its synchronous

message in a period of Py s given by

. P,
,\-_) = LW - IJ . Hj
oI+ k e .i’_-— . i i
- ‘- 1/ -1 S b+ 14 1 IS
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_ L, 2 e 1€ 2,

= (I+Z—(-' k+();—(1+z ()A- (I_()T

< (1+%-5')% = (o (23)

We see that the deadline constraint cannot be satisfied at node 2. Since € can he arbitrarily close to . the

Worst Case Achievable Utilization of this scheme can asymptotically approach 0%. Q.E.D.

Intuitively speaking. this scheme divides the transmission of its message into as many parts as the number
of times the token is erpected to arrive at node 7 within its period P,. However. since the token could be late
by as much as 2- TTRT. the number of token arrivals is less than expected. Heuce. node i may not bhe able

to complete the transmission of some part of a message before the end of period P,
6.3 Equal partition allocation scheme

In this scheme. the usable portion of TTRT is divided equally among the n nodes for allocating their
svuchronous capacities. l.e.,
TTRT -
Hi = ———. (26)

n

where n is the number of nodes in the system.

THEOREM 6.3 The Worst Case Acheevable Utilization of the equal partition synchronous capacily

; . S S _ . — T e .
allocation scheme is gr=t—m; - (1 = ) where a = qyfgy and n is the number of nodes.

This theorem can be proved by showing that the following statements are true:

1. For any message set /. the protocol constraint will be satisfied.

2. For any message set [ with utilization factor ['(1f) £ ﬁfy the deadline constraint will be
satisfied.
3. Tor any given ¢ > 0. there exists a message set 1/ with utilization factor I (M) = 31—_“:12_——;, +¢. so that

the deadline constraint cannot be satisfied for this set of messages when the synclironous capacities

are allocated by using the equal partition scheme.

A detailed proof of this theorem is 111'Psellte(l;i11 Appendix €.

arge. the Worst Clase Achievable Utilization of this

Note that when the number of nodes. n. becomes ver,
scheme is approximately 04, Intuitively speaking. the low Worst Case Achievable Utilzation of this scheme

oecnrs hecause the allocation of the synchronous capacity to the nodes is not proportional 1o the synchronous

traffie toad offered by the nodes (e the ratio of € /F). The normalized proportional scheme disctissed

next attempts to overcome this problem by alloeating the synelironons capacity to a node depending on
local message paranecters such as €5/ P and the total utilization factor of all the synehronous messages in

the system.

14
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6.4 Normalized proportional allocation scheme

With this scheme. the synclironous capacity is allocated according to the normalized load of the synehronous

message on a node. e,
H, =L (TTRT - r). (27)
where " = Z?__.! i/

THEOREM 6.4 The Weorst Case Achievable Utilization factor of the normalized proportional allocation

scheme is é(l —a) where a = 7757
Proof:  To prove the theorem. we show that the following statements are true:

1. For any message set /. the protocol constraint will he satisfied if ©7_, 5 = U < 1.

izl

For any message set M with utilization factor [ {1} < %(1 — ). the deadline constraint will always

[

be satisfied.

For any given ¢ > . there exists a message set 1/ with utilization factor %(1—0) <M < %(l—u }+€

L)

so that the deadline constraint cannot be satisfied for this set of messages when the synchronous
capacities are allocated using the normalized proportional scheme.

Proof of Statement 1: For any message set M with Y7, %‘ =<1

n o n ('l/P" _ : _ e
EH,_Z & (TTRT -—7) = TTRT - 7. (2%)

i=}

Hence. the protocol constraint (9) will be satisfied.

Proof of Statement 2: Consider a message set whose utilization factor I'(1f) £ %(l — ). From Lemma

6.1. we have

"< l(1—n) < L—UP’”—_UH —a)
=3 ' - PRJTTRT
L _
< L—TI%IA(TTRT -7). (29)
Multiplying with /U7 on hoth sides. we get
P
L el (TTRT - )
¢ < : - . {30
- [
That is. for t <7< n.
P G
YL e = 1] = — ). 3
; < LTTRT 1] BT (TTRT — 7) (31)
Substituting '——[{L A(TTRT = 7)= H,;. we have
P,
11, (32)

C | ——— —
(“LTTRT N
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From Corollary 3.1 and (32). we see that any node / can tra

Proof of Statement 3: For any given ¢ > 0, let

8

¢ = min(

1

nsmit its synchironous message hefore the deadline.

L. (33)

where a = yr. Let TTRT = 5. Consider the following message set:

C'l (’. P1
Cvg €, PQ
Cs 1-3¢—-a. P

S —
™~
—
L
Yos
—

Note that Equation (33) guarantees that ('3 > 0. All other C, =0 for i > 3.

The utilization of this message set is

LG, G

U = -
PP TR
= ¢+ < + ! ¢ l0
a (3/2y—¢ 3 3
1 ¢
= =(l- —_ 35
Ut e (3)
Since 2 — ¢ > 1 and ¢ < ¢. we have
- 1 PN g
U < g(l-(\)-%-( Sjg(l—(x)-{-f. (36}
Consider the synchronous capacity allocated to node 2:
s Cq
.y = —_— T — 7} = ——. (] =
H, BT {(TTRT — 1) e TTRT - (1 —a)
L1 - Yi=e
= (23 I( u — = (27 '(1 2
(2 -zl —a)+ 357) l=a)=3cll—a)+¢
1 . 1 -
= (o ——— = (2 T = (37)
U Ly ery T+ o=
Since 0 < ¢ < % and 0 € a < 1. the denominator of Equation {37) is greater than 1. Hence.
Ha < Ca. (33
We now show that & > H2. We have
i P,
(\'j = —_— - Y
ba [TTRT] TTRT - P
- b3 o1 3,
3 3
=373t
= ¢ =(Cy>Hy {59)
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I Yeme ] Formula of H, [ ImC AU Comments ] =
B -
Full fength H; = (, 0 Uses local information only. ie.. (.
Proportional H, = '7,-‘ ATTRT - 7} 0 Uses local mformation only. ie.. '?L -
E([llal parti- H = L’iri ﬁl‘—‘_—;’ Uses global information only, ie.. the ?
tion number of nodes n. =
Normalized H, = (—'#jl ATTRT - 7) 13“ Uses both local and global information.
proportional i.e.. load on the system ({") and the load
offered by local message streams (%‘).

* W AL s the aklraviation of *“Worst Case Achisvabls Utilizavian®

Table 1: Sumumary of the synchronous capacity allocation schemes.

From Corollary 3.1. the amount of time {.\';) for node 2 to transmit its synchronous message in a time

interval (1.1 + P») is given by

Py

2 = lgpgr - U
(3/2) = ¢
TR R -
l-Hs < (. (10} -

Therefore, the deadline constraint (10) is violated and this set of messages cannot be guaranteed. Q.E.D.

In the normalized proportional allocation scheme. hoth local information {i.e.. (; and F;) and global in-

formation {i.e.. {” and TTRT) are used. It results in a normalization of the allocated synchronous capacities.

thereby achieving a Worst ('ase Achievable Utilization equal to 33% of the available ring utilization.

7 Conclusion ' ‘ )

-

Guaranteeing message deadlines is a key issue in distributed real-time applications. The property of the

hounded token rotation time of the timed token protocol provides a necessary condition to ensure rhat the
message deadlines are satisfied. However. the synchronous capaciry allocated to each node in the network

was also shown to be a decisive factor in guaranteeing time-critical messages. In this paper. we first derived

a generalized version of Johnson and Seveik’s theorem [26. 49] which gives the maximum time that can

elapse between any v consecutive token arrivals at some node. We then applied this result to the analysis

of synchronous capacity allocation schemes. The Worst Case Achievable Utilization was used as the metrie
to evaluate and compare various allocation schemes, This nietric is of importance to real-time applications

because it is related to the predictability and the stability of the system.

Table 1 sumimarizes the four allocation sehemes discussed in this paper. Their Worst Case Achievable

Ctilizations range from 0% to 33%. To explore the performance differences. we categorize the allocation

:

schemes based on the type of information they use. An allocation scheme is local if it computes the syn-

clironous eapacity af a node without using the information of messages on other nodes. Hence, the alloeation

in
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function of a local scheme has the form
H, = [(C;.P, . TTRT). 7 (11)

On the other hand. a global scheme utilizes system wide information. including the message periods and

lengths on different nodes. the total utilization, the total number of message streams. etc.

As the global allocation schemes use system wide information to allocate synchironous capacities, they
can reasonably be expected to result in a hetter performance than local schemes. Indeed. two global schemes
proposed in this paper achieve hetter performance than the local ones as shown in Table 1. In particular. the

normalized proportional scheme has a high Worst Case Achievable Utilization of 1;“ which is mdependent

of the number of the nodes in the system or the message lengths and periods. To date. no synchronous

capacity allocation scheme has heen reported to achieve such substantial performance.

However. it is not yet known if the 33% Worst Case Achievable Utilization is the highest. Tlis raises
the issue of the opfimality of allocation schemes. An optimal allocation scheme should always guarantee a
message set if there exists another scheme which can do so. Clearly. the optimal scheme has the highest
Worst Case Achievable Utilization. Since the gloharlha,'ll'éfation schemes use system wide information. it ts
likely that an eptimal allocation scheme will be a global one. Work is underway to investigate the design

and implementation of such an optimal syuchronous capacity allocation scheme.

However. a disadvantage of the global schemes lies inn the assumption that the message parameters remain
constant. A change in a message stream at a particular node may require a re-adjustment of synchronous
capacities over the entire network. This may not be acceptable in some situations. Because local schemes
compute the synchronous capacity of a node independently of the message parameters at other nodes. they
can overcollle the above problem. If the parameters of a message stream at a node change during run-time. a
local allocation schenie needs to adjust the svnchronous capacity of only the node involved. Other nodes are
not disturbed. That is. the entire network can continue its normal operations while individual nodes change
their synchronous capacities in response to the changing message parameters. This. of course. assumes that
the total utilization factor of the message set remains within the Worst Case Achievable Utilization of the

allocation scheme.

However. as the local allocation schemes use less information than the global ones. they may not achieve
a Worst Case Achievable Utilization as high as some of the glohal ones. Both the local allocation schemes
examined in this paper (i.e.. the full length scheme using only €. and the proportional scheme using 'F*)
turned out to have a Worst Case Achievable Utilization of 0%, The problem therefore remains either to
develop a local allocation schieme with non-zero Worst Case Achievable Utilization or to formally prove that
all local alloration schemes have a zero Worst Case Achievable Utilization. This issue is currently under

mvestigation.

We are also working on multi-link ring networks where more than one link can connect two neighboring
nodes. With this topology. we would like 1o study the protocol performance in the context of the Worst

(ase Achievable Utilization.
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Appendix A Transformation of Network Model

Tu this appendix. we present a transformation that converts an arbitrary network model to a logically

equivalent virtual model where cach node has exactly one synchronous message stream.

Let node 7 he denoted hy N;. Zero. one. or more synchronous message streams may be arriving at the
node from the external world requesting transmission. Let the set of synchronous message streams arriving
at N, be denoted by N'S;. Hence, if node .\, has p streams of synchronous message streams arriving at it.

we denote the synchronous message set as:
A\vS, = {b',l..'_q,‘_, ..... S,‘P}. (‘L))
Similarly. the asynchronous message set at node 7 is denoted as N'.4;. Thus. we can represent node / as:
N, o= (NS N 4,85 (43)

where 8; is the latency between node 7 and its upstream neighbor.

Node N is considered an active node if N'S; # o. That is. there is at least one stream of synchronous

messages arriving at node Nj. If N'S; = 0. node \; is an inactive node.
The network can then be represented by the set of nodes as shown below:

Network = {N;. Voo o) N} (44)

In order to simplify our analysis. the above network model needs to be transformed into a simpler v/rfual
network model in which each virtual node will have one synchronous message stream arriving at it. The

transformation. 7. may he represented as follows:

For all nodes N; (1 <7< m)in the network. do:

o If Ni is an active node with p streams of synchronous messages. 1t is transformed mfo p vivtual nodes

as follows:
TN = (VN VN, [BAVIS) {(45)

where the revtual node VNG is represented as

({5:,}.0.8,,). f 1< j<p
VN, = (16
({\,I} .\-:‘f.ﬁ,r). /f j=p
where
81- lf j: ].
9”! = (1‘-)
{. if 2<j<p

That is. an active node with p strcams of synchronons messages s split ado podefforcnt rictual nodes.
cach with ane of the synchranous message streams aradable af of. Any asynchronaus wessages aradable

al the original wode should be fransmitied only after the sypchronous messages have becn Leansiedied.
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This is because asynchronous IN(.ﬁ.s‘(IL{](VS:(H'( the low priovity messages. Henee, the ﬂ.;q}l(ill‘('n(il{ﬂ s
sages at node i wdl be considered to be avadable only at the last virtual node (VN ) in the down-link
direction of the loken fraversal. Since the virtual nodes arc derived frem a single node. the franswis-
sion delay (8, ) between such nodes is 0. However, the fransmission delay between the first vertual node

(VNG ) and its upsiream neighbor (which s also a vorfual node} 15 6;.

o [fN; is an inactive node with ne synchronous messages. il is fransformed into a cirtual node NV as

follows:
TN = VN = ({54, V4,060, (48)

where Sy represents a stream of dummy synchronons messages infroduced info the virfual node VN

with message length Cy =0 and period Py = x.

After transformation of the network. the virtual nodes are connecled in a ring fashion.

Note that the total ring latency of the virtual network will be equal to that of the actual network from
which it was derived. It is evident that the virtual network model is logically equivalent to the original

network mmodel.

Appendix B Proofs of Protocol Timing Properties

In this appendix. the proofs of Johnson and Sevcik's theorem and the generalized Johnson and Sevcik’s
theorem will be presented. These theorems will be preceded by the definitions of a few terms and lemmas

to e used in the their proofs.

B.1 Definitions of Terms

o {,(1). (I=1.2...). It is the time when the token makes its /" visit to node i.
o R(N.(I=1.2...). It is defined as follows:
t{h+TTRT. if the token is early on its ' visit to node i
Rl = (49)
R{I-1)+TTRT. otherwise.

That is. R;(/) indicates the next expected arrival time” of the token at node i after the token's '

visit. If the token is late on its ({ + D" visit to node i then B;(/y will be the time at wlhich TRT;
expires and is reset to TTRT. Note that the definitions of R, (1} and ¢,(/) imply that

Ri)- 1,y < TTRT. (H0)

s The amount of time left. hiefore the initiation of the ring recovery process by node i. can he expressed
as a function of two parameters at that node — the TRT, and L Inorder to simplify our proofs, we
define a single parameter TRT!. capturing the values of hotle TRT; aud LC; within it. 1o indicate the
amonut of titne left hefore the initiation of ring recovery process by node i TRT] is formally defined

as follows:
TRT! = TRY:-}-(]—L(",MTTRT. (a1}
3
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Given the fact that 0 < TRT, < TTRT and 0 < L, < 1. it is clear that
0K TRT <2 .TTRT. (52)

" The physical meaning of TRT is that when TRI] > TTRT. the TRT, has not expired since the last
token arrival. A token arriving at this instant would e early. When TRT) < TTRT. L(; = 1. Hence,
thie TRT, has expired once since the last token arrival. In either case. the amount of time left hefore
node / initiates the ring recovery process is TRT!. In the event that TRT, hecomes zero. the ring

recovery process will be nitiated.

B.1 Proofs of Theorems 5.1 and 5.2 and Corollary 5.1

In the proofs of the lemimas and theorems that follow. TRT;(¢). THT{t). LC;(t). TRT/(} represent the
values of TRT;. THT,. L(C; and TRT] at time {.

LEMMA B.1 For any integers [ > 0. v > 0 and any node 1 (1 <1< n).
Ri{(l+v)-R{(l) < v-TTRT. {33)

The equality holds if the token arrival is late on ifs I'h (I 4+ 1yF. . and (I + v — 1)" visits 1o node 1.
The lemma can be easily proved by an induction argument.

LEMMA B.2 (Johnsen's Lemma [26]} After ring initralization. the TRT' values of all operational stafions
well be monotonically increasing in the downlink direction. up fo and including the station which last recerved

the token.?

The reader is referred to [26] for the proof of the above lemma.

Let us consider an example to illustrate the implication of the above lemma. Figure 3 <hows the token
. . . . - !
1s leaving node 4 and is enroute to node B at some timie t. By Johnson's Lemma. the values of TRT s are
monotonically increasing in the downlink direction upto and including the station which last received the

token (i.e.. node 1) Therefare.
TRTg < TRT- < TRTp < TRTg < ... < TRT,. (54)

Now. if the TRTE expires at this moment (i.e.. TRTp < TTRT). then the TRTs of nodes B.C". D will have
also expired. Consequently. the token will be lafe when it visits nodes B. (. D and E for the first time after

time 7.

LEMMA B.3 For any 1> 0 and any node j. if the token 1s late on ods (I+ 1) vesed at node j. then

U+1) < R(N+TTRT = H,. (53)

“This result is known as the "TRT alignment”in [26]. By the FDDI MAC standard. the ring initialization phase aligns the
TRT values. That is. the TRT' values monotonically inerease in the downlink divection of the ring. The proof of Johnson's
Lemma assumes that this alignment holds dorving normal ring operation and ~o do we.
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Proof: Let us first define the phrase “token is at node /7 to mean that the token is heing held by node

i or is on its way to node 7 from its upstream neighbor (node ; — 1 if i > 1. else node n if / = 1).
Recall that TRT!{t} is defined as %
TRT/(t) = TRT(t)+{1-LCyH)-TTRT. (56) -
If the token is late on its (I + 1) visit to node j. the token must be at some node / at time R;(1). Assune L
that the token arrives at node 7 at time T (T £ R;({})}. We have two cases to ronsider. _
Case 1: The token arrives late at node /. In this case node / will only transmit its synchronous mes- -
sages for at most H, time. Hence the token will leave node 7 no later than T+ H,; +6, < Rj(I)+ H, +86;. —
Case 2: The token arrives early at node /. Therefore. LC{T) = LC;(T) = 0. By Johnson's Lemma -
{Lemma B.2) we have -
TRT(T)-TTRT < TRT{T)-TTRT. . (57) -
From (51). we get =
-
TRTAT) < TRT;(T). (58)
Thus. -
THT(T) = TRT(T) < TRI(T) = R;(hH-T. (M) =
Hence. node i can transmit asynchronous messages for at most R;(1)—T time and transmit synchronous =
messages for at most H,; time. In this case too. the token will leave node ¢ hefore —
T+(RjN)—T+H)+6 = Ryl)+ H, +6,. (60) -
That is. if the token is at node i when TRT; expires. then the token will leave node 7/ no later than 1=}
Ri()+ H, +6;. ' -
Now consider the nodes on the way from node i to node ;. Let them be labeled as ny.ona.. ... . %
According to Johuson's Lemma. the token will he late on its visit to each of these k nodes on the way to
node j. Hence. these nodes will transmit their synchronous messages only. That 1=, the token will arrive at ;
node j no later than -
- k V n _
RN+ Hi+ 8+ Y (Hy +0,,)+6,+3 < R(N+Y Ha+y 6+ -
h=1 . h#j b=l
= R(+Y Hy+7 (61) =
hZj =
#J =1
where A represents the protocol dependent overheads. By (9). we have
LU+ DS RO+ TTRT - H,. 3] =
Q.ED -
-
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THEOREM 5.1{Johuson and Scvcik’s Theorem [26. 19]) For any integerl > 0 and any node j (1 < j < n)

L+ y=1;(I) € 2.-TTRT - H;. (63)
Proof: If the token is not late at its (I + 1) visit to node J. then )
G+ 1) —-t;() < TTRT £ 2-TTRT - H; (64)

Otherwise. from Lemma B.3 we have
I+ -t < RJ‘(I)-‘I-TTRT— Hj —fj([]
TTRT - H; +(R;(I) —1,(1})
< 2-TTRT - H; (by (30)). (63)

IA

This simply savs that the maximum time that can elapse between two consecutive token arrivals at some

node is bounded by 2. TTRT — Hj. This result was first proved in {26]. Q.E.D.

THEOREM 5.2 (Generalized Johnson and Sevctk’s Theorem) For any infeger 1 > 0. ¢ > 1 and any node j
(l<j<n)

til+e-)—-t;{ly v -TTRT - Hj. {GG)
Proof: We prove the theorem by induction on ¢. For v = 2. by Theorem 3.1 we have
U+~ £2-TTRT - H;. (67)

Hence. the theorem holds for v = 2.
Assume that for v = k. (66) holds. i.e..
ti(l+k-=1)—t;() <k -TTRT — Hj. . (63)
Now we consider for v = k + 1. We have two cases:

Case 1: The token arrives early on its v'th visit to node j (1 < v/ < v). That s,

Rj(e' = 1) = t;(0"). (69)
Hence.
ty =) = (07 = RyU) + (R = ()
S (R = 1) = R+ (R = 1,41 (by {6M). (70)
By Lemma B.1 and (50). we lave
Ly =1,y € (U =1=0) TTRT+TTRT = (¢ —1)- TTRT. (7h
Nonw
GU+k+ D =D =60 = Gir+ (0= +k+ 1) =D =1,("). (72)
26
S ORIGIN/AL FAQE 1S

GF POOR QUALITY



By the induction hypothesis {68) and (72). we Lave

GU+k+D) -1 -60") < (= +k+ 1) TTRT - II;. {

-1
[
—

Adding (71} and (73) on hoth sides. we have

il+k+h =1 —t,() < (/=) TTRT-Hj+(-v"+k+1) TTRT
= (k+1)-TTRT - Hj. (74)

Thus. the theorem is proved.

Case 2: The token is always late at node j between the (1 + l)th visit and the (1 + k)th visit

inclusive.

Because the token is late. from Lemma B.3. we have
Gd+k) = 0+ +1D) -1 £ R{I+k-1)+TTRT - Hj. (73)
Therefore. by (50) and (73).
L+ k+1) - =) = U+ hk+D) =10 =R+ (R =t}
(Ri(l+k-1)+TTRT - H; — R;(I)) + TTRT
Rl+k-1)-Rj()+2-TTRT - H;

{(k—1)-TTRT +2-TTRT - H, (by Lemuma B.1)
= (k+1)-TTRT - H;. (76)

IA

This concludes the proof of the theorem.

COROLLARY 5.1 Assume that af time t. a synchronous message with period Ppoarrives ab node 1 (1 <
i< n). Then. in the time wlerval (1.t + P;) the total amount of teme (X} avaiable for node { 1o transmd

this synchronous message 1s bounded by

. P; -
.\;ELTT;?VT—I_LH,‘ (ir)
In the worst case. the lower bound will be tight «f
& > H;. (7y)
where & = [k ) TTRT — P,
Proof: Let 4(/ 4 1) be the first time the token arrives after the message's arrival at tie £ Therefore,
Ly <t With (1), P ocan he vepresented as
Proo= o, TTRT = #,. (7

where i, = [3hz1 and 0 < & < TTRT. \We have two cases to consider:

ORIGINAL PAQGE IS
OF POOR QUALITY

o qu ew "Wy e 4w W e« g Che @) W ®w don o« e

1Bt



{

{

i o i

{ {

Ut

Case 1: 0 <6, < TTRT: This imiplies

P> (m;-1)-TTRT
= (m, -1)-TTRT-H, +H,
> t(l+mi=2y=-1t;(l)+ H, (by Theorem 3.2)
> fil+m =2 —t+H,. (sinee ;(1) < ) (50)
This means
t+ P> ti(l+m—-2)+ H;. {(81)

Hence. by the end of the message's period (i.e.. t + P;) the token will have made m; — 2 visits to node
i since time t. In each of these visits, node / can transmit its synchronous message for the allocated
synchronous capacity H,;. Consequently. the total amount of the time for node 7/ to transmit this
synchronous message will he at least”

b
ITRT

(m=2)-H, = | - 1] - H,. “(since (m; = 1)-TTRT < P, < m, -TTRT) (82)

Case 2: &, = 0: This implies that

P = m - TTRT
= m;-ITRT-H,+ H;
> LU+ mp =1 =1{l)+ H; (by Theorem 3.2)
> tl+mi-1)-t+H,. (since ¢,(1) < t) (83)

This means
t+ P> ti(l+m 1)+ H;. {(84)

Hence. by the end of the message’s period (i.e.. 1 4+ P;) the token will have made m; — I visits to node
i since time f. In each of these visits. node i can transmit its synchronous message for the allocated
synchronous capacity H;. Consequently. the total amount of the time for node 7 to transmit this

syuchronous message will be at least

P

-1 H = [———-1]" H,
{m ) ]-TTR ]
= [_%f -1 H; {since TYI"D;?T is an integral number). (%3)
From Cases 1 and 2. we see that (77) holds.
Now consider the case when (78) holds, 1.e.. &, > ;.
& = m -TTRT-P, > H;. {(N6)

Recall that £;(/ + 1} is the first time the token arrives after the message’s arrival at tie £, Let t = 4{1) + ¢

(¢ > 0). This imiplies in the worst case

P, < o, -TTRT - H,
= {;(I+m =1 =t (hy Theorem 5.2)
= {{l+m=1)—-t+c. (87)

“Note that sinee >, > 0, 2 30
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Consequently,
I+P < t(l+m—=1)+e¢ (88)
Because of the arbitrarity of f. we can let £ — ¢,(1)Y. That is. ¢ — 0. Therefore,
f+ P < td4+m=1). (80

The above inequality indicates that the (/4 m; — 1)'" visit of the token will not be earlier than f + P,. Hence.
in the tume interval ({.t + P;). the node will have no more than m; — 2 (= LT’%'TT — 1]) visits of the token.
Thus. the lower hound of X is tight. Q.E.D.

Appendix C Proofs of Lemma 6.1 and Theorem 6.3
C.1 Proof of Lemma 6.1

LEMMA 6.1 For any synchroncus message stream i {1 <i<n) we have A

N
77ty — U S 1 ‘ s L (90)
P,JTTRT — 3- e 3
Proof: From (4). we have
P = m;-TTRT - ¢,. (9

Thap — P £ P . . . 5 . . . _—
where m; = [sF&5] and & = [gr7] - TTRT — P,. Depending on the value of &. we have two cases to

consider:

Case 1: 0 < & < TTRT. This implies m; > 3. We have

\P/TTRT -1 _ _ [®ggr= -]
P,/TTRT {(m; - TTRT - ¢&)/TTRT
_ lm; = —'—TT'R"T -1 _ M —‘2 . (97)
M~ TTRT " T TTRT

Note that the right hand side of (92) is an increasing function of m;." Therefore. the minimum value

of {92) is obtained hy substituting the minimum value of ;. e m; = 3. Hence

; -1 -2
/TTR mi= TR 3~ TTHT
Further. the right hand side of (94) is an increasing function of &. If we let & — 0%, we have
[P/JTTRT — 1] | l -
FITTRT 2 3- = 2 3 (1)
2 Y-
Thns, the lepuna holds in this case.
TIf £ represents the right hand expressionin (92). then § is an inereasing function of o/, since
o s yTTRT Y .
T, T T A JTTRT F > . (inee =z S tand e, 2 2) (7
20
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Case 2: 6, = (0. Thisimplies P, = m; - TTRT. We have

\PJTTRT=1] _ m, =1 _ 1 o)
PJTTRT  — 2 -
From (83) and (96). we get
g - l
WWATRT 1] S 1y, 1 5 o (97)
P /TTRT 2 3~ ey 3
Q.ED.
C.2 Proof of Theorem 6.3
In this subsection. a proof of theorem 6.3 is presented. \We need to prove a lemma first.
LEMMA C.1 Assume that we harve fwo message sefs XM and M where their wtdization factors are

equal. i.e.. U(M) = U(M'). Further. assume that the synchronous capacily allocated o all the nodes 15 the

same irrespective of the message set considered 6. fori=1...n.

H = H,. (9%)

The first message set is arbitrary. That is.
M = {{(C1. Py ACi. Py {Cy. P} (99)

By ({). a message period P; s of the form
P, = m  -TTRT —¢. (100)

where m; = [TTP‘R—-T—} and 0 < é < TTRT.

The second message set M' s of the form
M o= {(CL Py (CL P (P (lol)

The parameters of the messages in M’ depend on those in M and H; as follows:

B fm; =2
p = (102)
m;, - TTRT —H;. fm >3
and
;. of iy =2
= . (103)
P! (75‘* of 1t >3,

Giren the abore conditions. of the deadline constraint of wessage st M s satisfied. then the doadling

constiaint of message set M ois also salisfied.

Proof: Based on the vatues of m;. P, and P/we Lave three cases 10 ronsider:
e in; = 2.
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e m; >3 and P, < P/.and

o m; >3and P, > P

In each of these three cases we show that if there is suffictent time to successfully transmit message (7. P/) -
it message set M’ then the time available is also sufficient to transmit message (C7. P/) in \/.

Case 1: m, = 2. By (102) and (103). we have -

Pl = P.(C = ;. and H = H,. (104) =

=

Therefore. the lower bound on the time available to transmit hoth ((;. P} and (7. P/} will be tle

same. Since the deadline constraint is not violated when transmitting any message in message set

M. the deadline constraint will not be violated when transmitting a message (C;. P} (= ((7. P)} in

i

message set 1/ either.

Case 2: m, > 4 and P, < P/. By (102). we have ?

&> 8 = H >0. (103) _
From (103). we have -
) i P!
Y= p =L > 6
¢ = P, P Ci 2 > Ci (106)

Using Corollary 3.1, we claim that the lower hound on the time available to transmit either message

(C. P;) or (C'. P/) during their respective message periods P, and P/ 15 the same. This 15 because
H 1 o o !

! =
Ni=X/={(m;=2)-H;=(m; —2) H]. Since this amount of time is sufficient to transmit a message g

of length (7. the message with length (i can also be transmitted before the end of period P;. That is.
the deadline constraint of messages in this case is met, =
-
Case 3:'m, > 3 and P, > P]. Let . =
P, =P +¢8 (0< @< H). (107) -
From (103) and {107). we have —
0 -

3 ~of e

Go= Clil+ ). (10%)

P

Now. as seen in the proof of Corollary 5.1 the (m— ' token arrival at node 7. in the worst case. oceurs =

at the end of the period P/ = m, - TTRT — H;. Hence. when Pi = P/ 4+ 8. the node § can transmit
additional synchronous messages for a time 8. That 1s. the maxinunun amount (say X)) of time available —
1o transinit synchronous messages within period P.oan the worst case. is (7 + 8. Therefore. =

( N ("I
No= ClH0 2 g (sines = < 1)
i :
0 L
Clll+ )
i )
[l

= (. (100) =

From (109) we see that there will he sufficient thime available for ) to be trausnitted within period
P.. That is, the deadline constraint of the message set. 1 is satisfied in this ease too. —
-
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From the results of the above cases, we see that the deadline constraint of inessage set M is satisfied if

the deadline constraint of message set M’ is satisfied. Q.E.D.
We are now ready to prove Theorem 6.3.

THEOREM 6.3 The Worst Case Achicvable Utilizatron of the equal partition synchronous capacily allo-

caiton scheme 1s L—a) where a = gfpp and n s the number of nodes.

i
Jn—(l=a) (

o Proof: We prove the theorem by showing that the following statements are true:
= 1. For anyv message set /. the protocol constraint will always be satisfied.
2. For any message set 1/ with utilization factor ["(\/) < m (1 = a). the deadline constraint will
~— be satisfied.
. 3. For any given ¢ > 0. there exists a message set with utilization factor [ (/) = m( I—a)+e 50
- that the deadline constraint cannot be satisfied for this set of messages when the svuchronous capacities
are allocated by using the equal partition scheme.
- Proof of Statement 1: From (26). we have
n
- ITTRT — 1
ZH,- =n —>—"" = TTRT ~ ~. (110)
: el =1 "
. That is. the protocol constraint is always satisfied.

Proof of Statement 2: Consider a message set Vo= {((1 Py (G Py (Cy Py} with utilization

factor

- {

= (< — (I =-n 111

= “In—-(l-a) ( ) (i
where n is the number of nodes and o = w5y Further. any period P, in message set 1/ can be expressed

in the form given by (4). That is.

L
P, = m;, TTRT =-¢ (112)
where m; = [ﬁ.ﬂﬁ] >2and 0 < & < TTRT. Now construct a message set M' = {{("]. P{).. (. P/y.. (C,. P}
wliere
P.. ifm, = 2
P = {113)
m; - TTRT - H. ifm, >3
and
- . i =2
¢l = (1)
— Pf"(T’,L' il i, > 3.
It is easy 10 verifv that the utilization factors are equal. ie.. (7 Y7) = T'( M ). Given the equal partition
- scheme, for 1 <7 < owe have If; = H!. By Lemima CoLLif the deadline constraiut of message set. W' can
- Le satisfied. then the deadline constraint of message set M will also be satisfied. We now show that the
— deadline constraint of message set 1/ is satisfied.
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Case 1:  We first consider the messages whose periods are given by
P! = m; - TTRT - H] (115)
where m; > 3.
Multiplying hoth sides of (111) v 7/, we have

1 !

Y —— 1-
G s 3n—(l—a) (' A a)
l 7
S oo w oyp (e
1 P (1 ) ! L P (] } (116)
= —_-—— (l=-n) = ——— - —=-P . {1 =0}
In—(l=-a) ' J—lz2 o

n

: <t : 1=n _ TTRTil=n} . .
Substituting <= \\nh TT—ﬁ (since H] = H; = —=——). we obtain

- 1 l -
(_'; S E—H—;P’/(l_n) (114)
%~ TTRT

From Lemma 6.1 and (113) we have

I _|PJTTRT -1

(118)
‘ H - 7
3 =TT PI/TTRT
Therefore. we can rewrite (117) as
, o LPUTTRT -y 1,
< “pyrrRr o oo
P! TTRT
= e~ (I-al
Pl
= - 119
Ly — 1 A (9

Because of Corollary 3.1. inequality (119) shows that the deadline constraint of the messages in this

- case 1s always satisfied.
Case 2: We now consider those messages whose periods are given by

P = P, = 2.TTRT. (120}

!

By (111). we Lave

e . l —n Il —n

a0 em @ sw WK «m wiE e

L AR

a0 &« an o qm 4

L

< 121
“3n-{l—=-a) " I2n ( )
where n > 1.
Multiplving both sides of (121) by PL—'( we Jiave
( l—n /P [ —n o '
I_’,-’ S T S 2n {since f_<” (122)
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Thus

< P,-'-l_n
- 20
TTRT - (1 -«
= .___Ri.__Ll___'l (by (120))
n
= H,—'
2-TTRT )
= l‘rﬁr—‘”'”f
= - H" 123

Because of Corollary 3.1, (123) implies that the deadline constraint of message set 1/’ is satisfied.

From Cases 1 and 2. we see that the deadline constraint of message set M’ is satisfied when [7(1/') <
3—,1—1—(—}‘_—“' By Lemma C.1. the deadline constraint of message set M is also satisfied.
Proof of statement 3: For any given ¢ > 0. there exists a message set 1/ with utilization factor I'(M) =
3,1_—1]1_0—](1 — a) + € so that the deadline constraint cannot be satisfied for this set of messages when the
syuchronous capacities are allocated using the equal partition scheme.

Let TTRT = P,yin/? = 1/2 and n be the number of nodes. For any given ¢ > 0. consider the following

message set:

Cy =¢/3. P =1
(.3=l._'_n_g'+(€/3u3:n(l 2) py=3 - 1’-”41' (124
', =¢/3. P=(n-=-2). for 1=3..n.

The total utilization factor of the above message set is

) n (.‘ ¢ ‘177—,‘,2"'(((3”3:,,-[1-”” (/3
R R e )+l;”_‘,
€ I-a PR
= Gt lgTaTy 3ty
= -0 + ¢ : (123)
BT TR S -

We now show that & > H.. We lave.

32—(1-o)/2n. 1 3 1l=n

by = y = —_ (= =
B TTRT-' TTRT = P, [ 1/2 1 2 (‘2 In )
1 3 I—n
= (3— (1 —a) /Il| } §+)—”-
_ ;03 I —n
N 5—_’ n
_ l—a _ TTR[4(1-{\)>H3_ (126)
2n " -

That is. (1) of Corollary 3.1 lolds. Therefore. the amount (X)) of synchronous messages that can be

transiiitted by node 2000 the worst case. within period £, 08 given by equation (13).
.\:1 = LW - l_l : l]'_t
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(3/2) = (1 = a)/2n) I-o
= | 1/2 -1 In

l-a l-a
= 3 - - 1}-
B n J 2n
= %’-<(3. (127)

We see that the deadline constraint has been violated when the utilization factor of the message set is

greater than —=2—. Q.E.D.
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W
Tranemission of Tvnchronous
TRT messages ty node’y
1
== Iy TTRT o -
T Teamymission of auvachroncus
TTRT
- A .
"y time f
Lc,
— A: TRT, is reset to TTRT. L, — 0. Token is released.
B: Token is recieved early. THT, — TRT,. TRT, — TTRT. L(C, — 0,
C': Synchronous messages tran=mitted in interval B-C'. THT, starts count down.
—
D: Asvnchronous messages transmitted in interval C-D. Token released.
, E: TRT, expires and i» reset to TTRT. L, — 1.
- F: Token received late since LC, = 1. L(', — 0. Tran~mit synchronous frames only.
. Gi: Allocated capacity for svnchronous transmission expires. Token is released.
- H: TRT, expires again and is reset to TTRT. L, — 1.
-~

Figure 1 An Example of TRT, and L% versus Ti.mvi
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TRL ( t) ) Token roiizved Transmission »f Syn-hronous
p max. delay: L TTRT ~ H, M\ massages by node’
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-
I
I
I
Y

=
w

Q.5 |l o l] 5 I_" o 2.3 2.5
| ]
: v o~ T s 2T I
\/‘ el ]
Token ralegssd
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m

Svnchronous capacity H, = 0.2 TTRT =0.5
\essage length (', = 0.8, Message period P, = 2.3
Total time available for transmitting syvuchronous messages in the worst case:

= LT_;‘FTT — IJH, = Lé—: — 1}6.2 = 0.6 units.

Figure 2: Token Arrivals at Node 7 in a Worst Case Sitnation
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Figure 3: An Hustration of TRT™ Alignmem
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